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Fig. 2: 2D Staircase Function and Cayley EmbeddingsFig. 1: 1D Staircase Function
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MIP Formulation of NN Verification using Cayley Embedding
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Deep Neural Networks Verification

We derive a polynomial algorithm to obtain facet-defining hyperplane 
for the Cayley embedding of the graph of activation functions.
Empirically, our formulation is shown to give tighter LP relaxations for 
relaxed verifiers and improves the performance of exact verifiers. 

In this work, we provide a strong (ideal) MIP formulation for the neural 
network verification task, which extends the work of Anderson et al. [1]
Our contributions are summarized as follows. 
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A univariate piecewise linear function 
with   pieces is a staircase function if there 
exists         such that every pieces' 
slope              . 

A piecewise linear function 
is a  -piece staircase function if 
                where   is a univariate 
staircase function.

Let                                                    , the Cayley
Embedding [2] for the closure of graph of   is:  

P
W

L-A
ctivations

P
W

L-A
ctivations

O
utput

Clean input + "noise" (trained) Neural Network

MIP(target 7     0)

MIP(target 7     1)

MIP(target 7     2)

MIP(target 7     9)

0

1

2

9

solve

MIP (exact verifier)

LP (relaxed verifier)

References
[1] Ross Anderson, Joey Huchette, Will Ma, Christian Tjandraatmadja, and Juan Pablo Vielma.
Strong Mixed-Integer Programming Formulations for Trained Neural Networks. Mathematical
Programming, pages 1–37, 2020.

[2] Juan Pablo Vielma. Embedding Formulations and Complexity for Unions of Polyhedra. 
Management Science, 64(10):4721–4734, 2018.

Table 1: Relaxed Verifiers
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Table 2: Exact Verifier using Cayley Embedding

NN Arch. Big-M Formulation

Gap (%) Solve Time (s)

Timeout

Timeout

Timeout

Timeout
Timeout

#Nodes

Table 3: Exact Verifier using Big-M

All neural networks is trained using the quantized network training open-source package Larq. The activation Dorefa    is a constant piecewise function with     pieces.

output of a neural net

expanded form

non-linear constraints

Cayley Embedding

The convex hull of the Cayley embedding is infact a polytope with an 
exponential number of faces. Hence, we need to derive an efficient 
separation procedure.


